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But why?...
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Sparse Approximation Theory:

1. Memorization: capacity for unique sparse representations.

2. Generalization: capacity for robust encoders.
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Shallow representations can nothave both. 
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Lower mutual coherence!
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AlexNet

Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton. 
ȰImageNet Classification with Deep Convolutional Neural Networks.ȱ NeurIPS, 2012.
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AlexNet ResNet

KaimingHe, XiangyuZhang, ShaoqingRen, and Jian Sun. 
ȰDeep Residual Learning for Image Recognition.ȱ #602ȟ ΨΦΧάȢ
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AlexNet ResNet DenseNet

Gao Huang, Zhuang Liu, Kilian Weinberger, and Laurens van der Maaten. 
ȰDensely Connected Convolutional Networks.ȱ #602ȟ ΨΦΧέȢ
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Dense skip connections induce dictionary structures with lower  
mutual coherence and give lower error with fewer parameters.
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http://calvinmurdock.com/deepframe


